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Precisely, for $a_{n}, b_{n} \rightarrow \infty$ with $b_{n} / a_{n} \rightarrow 0$, the chains $P_{n}, \pi_{n}$ satisfy an $a_{n}, b_{n}$ cutoff if for all real fixed $\theta$ with $k_{n}=\left\lfloor a_{n}+\theta b_{n}\right\rfloor$

$$
\left\|P_{n}^{k_{n}}-\pi_{n}\right\| \longrightarrow c(\theta) \quad \text { where } \begin{cases}c(\theta) \rightarrow 0 & \text { as } \theta \rightarrow \infty \\ c(\theta) \rightarrow 1 & \text { as } \theta \rightarrow-\infty\end{cases}
$$
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A similarly sharp analysis for total variation remains open for $\theta \neq \frac{1}{2}$.
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